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Abstract—A stochastic model for the calculation of flow and contaminant transport in a single fracture with variable
apertures was presented. The spatially varying apertures of the fracture were generated using a geostatistical method,
based on a given aperture probability density distribution and a specified spatial correlation length. Fluid flowed
between two points in the fracture plane. The fluid potential at each node of the discretization mesh was computed
and the steady state flow rates between all the nodes were obtained. Then the contaminant transport was calculated
using a particle tracking method. The migration plumes of contaminant between the inlet and the outlet were displayed
in contour plots and contaminant elution profiles were also plotted. Calculations showed that fluid flow occured predom-
inantly in a few preferred paths. Hence, the large range of apertures in the fracture gives rise to flow channeling.
Simulation results were correlated with the basic input parameters: standard deviation of a lognormal aperture distri-

bution function and the spatial correlation length.
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INTRODUCTION

In recent years studies have been increased in the area of flow
and transport of contaminants in underground. Many countries
are considering siting or already running repositories for indus-
trial toxic wastes including radioactive wastes. To assess whether
a toxic species is sufficiently isolated from the biosphere, informa-
tions in several fields are needed. There is, however, less infor-
mation and experience on underground environment, especially
on deep hard rock environment. When toxic species are disposed
of in underground hard rock, the species that are dissolved in
groundwater will be carried away through the rock fracture by
the flowing water in the long run. Some mathematical modeling
works have been carried out to characterize such flow fields [Choi
et al, 1988; Lee et al,, 1990; Keum et al., 1994; Park et al,, 1995].

Recent approaches to model flow in fractyred medium can be
classified into two groups; equivalent porous medium model
[Tang et al., 1981] and discrete fracture model [ Tsang and Tsang,
1987]. The porous medium model characterizes hydrodynamic
parameters by averaged values and has been applied to the flow
in soils. When the flow medium has extremely many interconnec-
ting fractures, the flow medium can be treated as an equivalent
porous medium. Otherwise, a discrete fracture model will be more
appropriate. The flow in a fracture is often assumed to be like
that between two parallel and smooth plates. However, results
from field and laboratory measurements show that the parallel
plate idealization of a rock fracture does not describe adequately
the fluid flow and contaminant transport in a single fracture [Mo-
reno et al, 1985: Moreno and Neretnieks, 1993]. The parallel
plate model fails to recognize the spatial heterogeneity in the
fracture aperture. Conceptual models of aperture heterogeneity
have been studied by Neretnieks et al. [1982] and Moreno et
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al. [1988]. The contaminant was assumed to be advected along
parallel flow paths of different aperture that did not intersect.
Tsang et al. [1988] extended this conceptual model by assuming
spatial variability in the fracture aperture along each flow path.
Park et al. [1995] measured aperture distribution of a natural
granite fracture of 1X1 m scale by a hydraulic test. They found
that the aperture distributed in the order of 10~* m. Tsang and
Tsang [1987] indicated that the apertures follow a gamma distri-
bution from the results of surface profiling measurements on 12
cm cores of a natural fracture in granite. Apparent apertures that
have been observed in cores or well logs measured by Bianchi
and Snow [1968] were found to follow a lognormal distribu-
tion.

Simulation techniques for multidimensional random fields have
many applications in hydrology. There are several simulation tech-
niques being developed: nearest-neighbor method [Smith and
Schwartz, 1980], matrix decomposition method [Nash, 19797,
spectral method [El-Kadi, 1984] and turning-band method [Man-
toglou and Wilson, 1982]. The first two matrix models represent
the field at a number of prespecified discrete points. Assuming
stationarity, these models attempt to preserve the covariance of
the field between these points. The matrix decomposition ap-
proach is used to decompose a symmetric, non-negative-definite
matrix into a lower triangular matrix. Random fields can be cha-
racterized not only at the descrete points but also at every other
point within the area of interest. The other two methods are de-
veloped for this purpose.

In the present work, we therefore present our investigations
of flow in two-dimensions, corresponding to the physical situation
of flow in a single fracture, taking into account the variable aper-
tures in the plane of the fracture. By solving for the flow in two
dimensional fracture, we attempt to understand the flow charac-
teristics in the fracture and to identify the key parameters that
control the channeling flow pattern.



Stochastic Analysis of Contaminant Transport 429

FRACTURE APERTURE GENERATION

From the flow and transport viewpoint, a fracture is described
by the aperture between the fracture surfaces. Since the fracture
surfaces are rough and undulating the apertures vary spatially.
The variation of the fracture aperture in the fracture plane may
be characterized by a spatial correlation length and an aperture
density distribution. This means that for distances in the fracture
plane smaller than the correlation length the aperture values are
more likely to be similar, but at distances larger than the correla-
tion length there is little or no correlation between apertures
at different locations. The fracture plane is partitioned by grids
with a different aperture assigned to each square enclosed by
grid lines. In the present study, the number of squares are 20
by 20. The assignment of the apertures is done by a geostatistical
method which generates a two-dimensional field of a correlated
distributed parameter [ Moreno et al., 1988].

For the purpose of this study we chose a lognormal distribution
for the variable apertures in the plane of the single fracture and
an exponential function for the spatial covariance of the apertures
to generate different aperture values in the fracture plane divided
into square meshes. The martix decomposition method is used
to generate the lognormally distributed values of fracture aper-
tures b which are first transformed to the normal distribution
Y

Y=logw b (1)‘
The values of Y are estimated from
Y=Me+v @

in which v is the mean of Y, ¢ is a vector N [0, 1], i.e., normally
distributed with mean of zero and standard deviation of 1, and
M is defined in terms of the covariant matrix:

A=M M7 3

Eq. (2) represents the generated process because the mean is
given by

E[Y]=M Ele]+v=v 4)

in which E[ ] stands for the expectation operator. The covari-
ance is given by

ELY-v)(Y—v)"]=M E[ec’] MT=M M'=A &)
We use the exponential form of the covariance function [13]:
A=c? exp (—ar) (6)

in which o? is the variance of Y, r is the distance between adjacent
two points, and o is the autocorrelation parameter which has the
dimension of inverse length. The exponential form of Eq. (6) indi-
cates that quantities within a distance on the order of 2/a will
be correlated and thus we may define the correlation length, 2,
to be 2/a. The form of Eq. (6) indicates that the covariance chosen
is isotropic. An anisotropic form of the covariance function may
also be chosen. The generation scheme is performed as follows.
First, the covariance matrix A is formed by using Eq. (6) for a
set of different locations. Second, the matrix M is estimated using
the Choleski decomposition technique. Third, the vector € is gen-
erated from the distribution N[0, 1]. A set of vector ¢ is calculated
by generating random numbers in computer subroutine. Hence,
a different starting number or seed (R,) gives a different set of
vector €. Finally, the vector Y is estimated from Eq. (2).

00 01 02 03 04 05 06 07 0B 09

1.0
% //\%}/@
— 0

oxis

0.5
X axis

Fig. 1. Contour of aperture distribution in the rock surface of Test
No. 1.
6=0.6, A=05, R,=1

Table 1. Parameter values and simulation results

Set no. Test no. v R, o A tm o/ Pe
Set 1: 1 1 1 06 05 48 571 035
Different 6 1 2 06 05 5 175 114
_Realization 7 1 3 06 05 60 317 063
Set 2: 4 1 1 01 05 25 077 26
Iy} 5 1 1 03 05 30 143 14
Variation 1 1 1 06 05 48 571 035
Set 3: 2 1 1 06 - 01 98 200 0.01
A 3 1 1 06 025 60 111 018
Variation 1 1 1 06 05 48 571 035

Figs. 1 and 2 show seven realizations of statistically generated
aperture field with identical mean of the lognormal aperture den-
sity distribution of v=1.0. The values of parameters are arranged
in Table 1 for seven test cases. A grid of 20 by 20 nodes was
used. Fig. 1 shows a contour plot of aperture distribution of Test
No. 1: the mean v=1, the standard deviation 6=0.6, and the
correlation length A=0.5. The correlation length is expressed in
terms of a fraction of the linear extent of the fracture plane. The
numeric data in the contour map mean the values of apertures
in the unit of cm. Fig. 2 shows surface plots of seven test cases.
Here y axis are exaggerated for easy understanding. Figs. 2(a),
2(b) and 2(c) show A variation from the value of 0.1 to 0.5. Figs.
2(a), 2(d) and 2(e) show o variation from the value of 0.1 to 0.6.
Figs. 2(a), 2(f) and 2(g) show different realization of the same
density distribution function of Test No. 1 but with different initial
numbers (R,). The overall morphology of the fracture surface and
flow paths are schemed to be roughly maintained with variation
of A and o in this generating algorithm, while the morphology
and flow paths are changed with the variation of R..

FLOW IN THE FRACTURE

The fluid flow through the fracture is then calculated for a
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Fig. 2. Surface plot of aperture distribution.
constant injection/withdrawal rate as well as for a constant pres- 1 bW
sure condition. For a steady-state laminar flow, the volumetric Q:H TAP )]
flow rate through a parallel fracture may be written [Park et a
al., 1995]:

where y is the viscosity in g/cm-s, b is the aperture in cm, and

September, 1995
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Table 2. Basic data used for the simulation

Symbol  Entity Value

LW length, width 100, 100 cm
Q flow rate 3 ml/h
u viscosity of the fluid 001 g/cm-s
Pour pressure at the outlet 1,013,333 dynes/cm®
XY inlet position 0.71, 079

XY outlet position (0.11, 0.11)

\Y volume of the tracer solution 10 ml

AP is the pressure drop over L. and W, length and width of the
fracture plane, respectively. Eq. (7) may be applied to each of
the subsquares enclosed by the grid lines. When the volumetric
flow rate from node i to node j is Q; the pressure drop from
node i to node j can be written as

Qu + QU
2b°Ay 2bFAy
12uAx 12uAx

ol (b))

where P, is the pressure at node i in dynes/cm?, Ax and Ay
are the length of x and y coordinate in a subsquare, respectively.
Node i implies an index of the i-th subsquare in the fracture
surface. Then the volumetric flow rate can be rewritten as

Q:/ = C,,(P, - P}) (9)

where C;; is the flow conductance between nodes i and j in cm®s/g
and given by

AP=P;—PF;=

1 Ay ( 1 13y
, —+
C= 6 Ax \b? b’) (10)
The mass balance at each node 1 may be written as
Z Q., Z C,](P -P)=E, aun

where E, is the injection rate or withdrawal rate at node i. At
the inlet and outlet the values of E, are both set at 3 ml/hr. The
symbol ] stands for the four facing nodes of surrounding sub-
squares to node i. By rearranging Eq. (11) for every node, we
obtain a system of linear equations in the form

(B] [P1=[C. (12)

where [B] is a coefficient matrix of 400X 400 elements describing
flow conductance. The matrix [(P] is an array of 400 elements
describing pressure distribution and [C] is an array of 400 ele-
ments describing net flow rates. Except for the nodes at the inlet
and outlet, the pressure at each node i1s an unknown to be solved
with an iterative numerical method.

To simulate a real flow system, we adopt experimental system
of Park et al’s [1995]. They carried out a contaminant migration
experiment with about 1X1 m scale granite block. The block had
a natural fracture running parallel to the horizontal direction. The
fracture did not have a constant aperture but had vaying aperture
sizes between 0.1 mm and 1 mm. Tracers were injected as a
point source at the certain borehole (0.71, 0.79), migrated in the
fracture plane, and finally eluted at the withdrawal borehole (0.11,
0.11). Data of the experimental conditions are listed in Table 2.
We also selected the same (X, Y) coordinates of the inlet and
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Fig. 3. Pressure distribution in the fracture of Test No. 1.

outlet as Park et al's setup. The simulated pressure field for
Test No. 1 is shown in Fig. 3. The pressure drop between the
injection and withdrawal points is about 26 dynes/cm’ and the
pressure at the outlet is almost the atmospheric pressure. The
flow between adjacent nodes can be calculated using Eq. (9). After
obtaining flow vectors at all the nodes, solute transport can be
simulated in this flow field.

PARTICLE TRACKING METHOD FOR
CONTAMINANT TRANSPORT

Contaminant transport in the fracture is investigated by track-
ing particles advected through the fracture. A particle, which is
representing the mass of a contaminant contained in a defined
volume of fluid, moves through a fracture with two types of mo-
tion. One motion is with the mean flow along stream fines and
the other is random motion, governed by scaled probahility. The
particle tracking method similar to those used by Yamashita and
Kimura {19907 and Desbarats [1990] is used.

At the injection point, a certain number of particles are intro-
duced and distributed at each node between flow channels with
a probability proportional to the flow rates. Particles are then
convected by discrete steps from node to node until they reach
the outlet node at which point the arrival time is recorded. Parti-
cle movement is regulated by the following algorithm.

1. At the injection point, a certain number of particles are intro-
duced.
2. At a given node, calculate the volumetric flux across each
four faces of the surrounding grid cell using Eq. (9).
Q, =1, 2 3 &4
3. Calculate the total outflow from the subsquare.

i
Q= ZQ,
rel
4. Assign the probability to each of the four possible flow direc-

tions. For inflow direction the probability is zero. For outflow
direction the probability equal to the fraction of the total outflow

Korean J. Ch. E.(Vol. 12, No. 4)
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from the subsquare.
4
pi=Qi/ T Q;
=1
5. Generate random number and choose an outflow direction
according to the discrete probability distribution.
6. Move particle to the next node in the selected direction at
a velocity equal to the total outflow rate from the subsquare. This
ensures conservation of total mass flux through the cell at any
given particle step and, over many passages, conservation of mass
flux in each direction.
7. Increment the cummulative travel time by an appropriate
amount.
tcumz z t.‘
=1
8. Repeat from step 2 until the particle arrives at the outlet.
9. Repeat from step 1 for the number of particles.
10. Sum up the results.

Preliminary calculations have been carried out for a total num-
ber of input particles ranging from several hundreds to 10° in
order to investigate the effect of the number of particles on the
elution profile because the numerical accuracy is considered to
be dependent on the number of particles used. As expected, the
calculation using larger number of particles gives the better ap-
proximation. However, there is no significant improvement in the
numerical results when the total number of particles is larger
than 10°. Calculations using more than 5,000 particles are ade-
quate since they yield stable elution curves that have few spurious
artifacts due to the finite number of particles employed. Thus
10,000 particles are chosen in this study. The residence time for
conservative contaminant in a given subsquare is determined
from the total flow through the subsquare and its volume. The
residence time of a particle along each path was obtained as the
sum of the residence times at all subsquares through which the
particle had passed. Particles are let in at the injection point (0.71,
0.79) and collected at the withdrawal point (0.11, 0.11), those are
arbitrarily chosen but from a real fracture system as shown in
Table 2. A plot of the number of particles collected at the outlet
at different arrival times constitutes the elution profile. When
the number of particles in each cell at a certain time is counted,
it shows a migration plume.

HYDRODYNAMIC PARAMETERS

The transport properties for the different realizations are stu-
died by comparing the mean residence time and the hydrody-
namic dispersion. The mean residence time and variance may. be
used to determine the Peclet number Pe, which is a dimensionless
measure of the hydrodynamic dispersivity o, [Levenspiel, 1972]:

2 of
Pt
where t, is the mean residence time,
f; tCdt
t)M: (14)

J’det

and o/ is the second moment as a measure of hydrodynamic
dispersivity.
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f: (t—t°C dt

o= (15)
[ea

Here C(t) is the concentration at time t. If an ideal pulse is im-
posed, then the normalized concentration Cgy is

_ 2 —-P,(1—6)
Co= ENCTA exp[ 1 ] (16)
and
P,
2 ot
Cénar e an

where 6 is the normalized time, 8=t/t,. Even though the test
cases are not ideal flow systems, we can get some useful informa-
tions by comparing hydrodynamic parameters for each test case.

MIGRATION PLUMES AND ELUTION PROFILES

Fig. 4 shows the spatial distribution of particles for Test No.
1 at times from 5 hours to 40 hours after injection. It is a contour
plot of the number of particles in the fracture surface. The num-
ber of particles at each point is normalized by dividing with the
total number of particles input and it stands normalized concen-
tration of the migration plume. Thus the numerical values in the
contour maps mean the normalized concentration, C/Co, in which
Co is the initial input concentration. These plots show that the
contaminant moves as a broad delta shape rather than moving
a straght line from the inlet to the outlet. Comparing to the aper-
ture distribution as shown in Figs. 1 and 2(a), the migration plume
displays the preferred path of large volumetric flow rate that is
formed because of the variation of the apertures within the frac-
ture plane. In other words, flow through the fracture seeks out
the least resistive pathways composed of largest apertures. Flow
in small aperture will be little because the local resistance is in-
versely proportional to the cube of local aperture. When the real
fracture system [Park et al., 1995] was opened after migration
test, the trace of migration showed same trend of tortuous flow
with the simulated one.

The elution curves involve the residence times of all possible
flow paths which originate from the injection point and terminate
on the exit point. Here t, is calculated by taking the average
of all the residence times of the 10,000 particles. In Fig. 5, the
elution profiles of contaminant transport in two dimensions
through these variable apertures show a fast rise at early times,
since the majority of particles take the fast flow paths, then show
a long tail in the elution curve due to a small fraction of particle
meandering through the fracture of very small volumetric flow
rates. The elution curves show the presence of a multipeak, sug-
gesting that some channeling take place in the fracture. The elu-
tion curve of the real system also showed the same trend with
the simulated one even though they did not agree with each other
exactly in the morphology of the fracture plane. Therefore, sto-
chastic generation method can describe the migration characteris-
tics in the fracture successfully.

PARAMETER SENSITIVITY STUDIES

The parameter sensitivity of the aperture function is studied
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Fig. 4. Migration plume of Test No. 1.

by simulating the fluid flow and contaminant transport with vary-
ing the aperture characteristics. The introduced properties are
(1) the standard deviation in the lognormal aperture density dis-
tribution, o, (2) the spatial correlation length of the apertures
A, and (3) different realizations of the aperture field of the same
geometric parameters with different initial numbers, R.. The frac-
ture volume is kept constant in all simulations by setting the value
of the mean aperture 0.1 mm. Seven realizations of aperture field
from Test No. 1 to No. 7 corresponding to each set of parameters
are generated in order to study the dependence of parameters.
The flow properties chosen as criteria to compare the different
cases are the mean fracture residence time t, and the Peclet
number Pe or hydrodynamic dispersivity o.. They are grouped
under the three sets of aperture parameters (A, 5, R) and are
arranged in Table 1. Pe is calculated with Eq. (17) from the elution
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curve. o, is calculated by two ways: using the particle tracking
data with Eq. (15) and using the elution curve with Eq. (13). The
values of o, calculated by these ways agree with each other except
for the high dispersion cases. In case of high hydrodynamic disper-
sion such as Test No. 2, o is strongly influenced by the tail of
the elution curve and the determination of Peclet number by
means of Eq. (13) vields values dominated by the tail. Thus in
order to ignore the extreme tailing effect we do not take into
account the tailing part of the elution curve after that 90% of
the particles are eluted. Moreover we are not focusing on getting
an absolute value of Pe or o, but relative importance among pa-
rameters. Thus comparing relative ratios of the parameter values
is more meaningful. Calculated values of t,, Pe and o, for the
seven test cases are arranged in Table 1 and their results are
analyzed in the following section.
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Fig. 6. Elution curves for various o values, 6=0.1, 0.3, and 0.6.

1. Dependence on Different Realizations

Set 1 deals with three realizations of statistically generated aper-
tures with the identical lognormal aperture density distribution
but with different random number seeds: the mean v=10, the
standard deviation 0=0.6, the correlation length A=0.5 and the
random number seeds R,=1, 2, and 3. Three different aperture
fields are shown in Figs. 2(a), 2(f) and 2(g). The morphology of
the fracture surface and flow paths are changed from realization
to realization. Thus the elution curve may also be changed accord-
ing to the change of flow paths. However values of t,, o, or Pe
as well as elution curves do not change significantly comparing
to other cases as shown in Table 1. That is, when the geostatistical
relationship is maintained in each realization, the overall flow re-
sistance does not change significantly and elution curves also
show a similar trend. Therefore the most important variation be-
tween the different realizations within the same set of aperture
parameters was observed in the flow path through the fracture.
2. Dependence on Aperture Variance

Set 2 deals with the effect of aperture variation while the corre-
lation length and the mean of aperture are kept constant. Also
the overall morphology of surface and flow path are schemed
to be roughly maintained with o variation while the aperture and
the flow resistance are changed at each point in the fracture as
shown in Figs. 2(a), 2(d) and 2(e). Fig. 7 shows the elution curves
for these o values. For a larger o the mean residence time t,
is bigger. These trends may be explained by the fact that a larger
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Fig. 7. Elution curves for various A values, A=0.1, 0.25, and 0.5.

¢ means a greater number of small apertures. The flow resistance
is greatly increased in the small apertures. On the other hand,
the large apertures increase the flow in the fracture only if they
are interconnected directly along the flow path. Otherwise, they
may increase the residence time in the fracture but not the flow
rate in it. The hydrodynamic dispersion of the tracer transport
is increased when o increases. The o is about 5.71 for 6=0.6,
while o is 0.77 for 6=0.1. This shows the strong influence of
the width of the fracture aperture distribution on the hydrody-
namic dispersion of contaminants flowing through it. In this mod-
el, we assumed that the dispersion was due mainly to channeling
effects. This means that for a very small o the hydrodynamic
dispersion is negligible. In the limit when o is zero, the o, may
be zero, i.e, plug flow in a parallel plate fracture having constant
aperture.
3. Dependence on Correlation Length

Set 3 deals with the effect of correlation length. As the case
of ¢ variation, the overall morphology of surface and flowpaths
are schemed to be roughly maintained with A variation even
though the value of aperture and the flow resistance are changed
at each point in the fracture surface as shown in Figs. 2(a), 2(b)
and 2(c). The simulated results in Fig. 7 and Table 1 show that
the hydrodynamic properties in the fracture (o, t.) are sensitive
to the values of A. The hydrodynamic dispersion of the tracer
in the fracture is increased from 2.7 to 200, i.e, the Peclet number
is decreased from 0.35 to 0.01, when A is decreased from 0.5
to 0.1. The use of smaller value of A yields larger hydrodynamic
dispersion, that is, a fracture with a network of many interconnect-
ed channels. This trend is shown clearly in Fig. 7. As the value
of A decreases, multipeak is observed distinctively. If the value
of A is small enough, then the porous medium model can be ap-
plied.

SUMMARY AND CONCLUSIONS

Simulated migration plumes and elution profiles show that a
broad distribution of apertures in the fracture develops the flow
channeling phenomena. In this aspect, the variable aperture char-
acter of a two dimensional fracture causes its fluid flow and con-
taminant transport properties to be quite different from those
derived from the parallel-plate model of the fracture. For conta-
minant transport, the channeling implies that some fast pathways
might transport the majority of the contaminants while a small
portion of contaminants meandering through the fracture gives
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rise to as long tail. Results of the parameter sensitivity studies
show that the most important parameter which affects flow and
tracer transport is the correlation length. If the correlation length
is increased, the flow residence time and the hydrodynamic dis-
persion are decreased. Thus, if the correlation length is very
small, the porous medium model may be applied. The standard
deviation in the lognormal aperture distribution plays a secondary
role in influencing the flow and tracer transport in the fracture.
When the relationship of geometric parameters are maintained,
the change of flow paths does not give significant effect on the
elution profile.

NOMENCLATURE

A :covariance matrix

b, :aperture in node i [cm]

C  :concentration of the contaminant [g/ml]

C; :flow conductance between node i to node j

E[ J: expectation operator

E. :injection rate or withdrawal rate at node i [ml/hr]
M :lower-triangular matrix of matrix A

Pe :Peclet number, Pe=ul/D;

P, :pressure at node i [dyne/cm’]

p; : probability of flow direction from node i to node j
Q; :volumetric flow rate between node i to node j [cm/s]

r :distance between any two points in the fracture plane
Lem]

R, :initial number to generate a random number set

t. :mean residence time [hr]

Y :distribution of the aperture

Greek Letters

a :autocorrelation parameter

€ : vector, each element has a value between 0 and 1
A :correlation length

p  :fluid viscosity [g/cm-s]

v :mean of aperture distribution (cm]

6  :dimensionless elution time, 6=t/t,

¢’ :variance of aperture distribution

o, :hydrodynamic dispersion
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